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1 What is tight binding?

“Tight binding” has existed for many years as a conveniedttaansparent model for the
description of electronic structure in molecules and solid often provides the basis for
construction of many body theories such as the Hubbard naodkthe Anderson impurity
model. Slater and Koster call it the tight binding or “Blochiethod and their historic
paper provides the systematic procedure for formulatirighe binding modek In their
paper you will find the famous “Slater—Koster” table that $2d to build a tight binding
hamiltonian. This can also be found reproduced as table #9-Harrison’s book and
this reference is probably the best starting point for leayrhe tight binding method.
Building a tight binding hamiltonian yourself, by hand, aHarrison’s sections 3—C and
19-C is certainly the surest way to learn and understand &tkod. The rewards are very
great, as | shall attempt to persuade you now. More recerksba@ the ones by Suttdn,
Pettifor* and Finnis> In my development here | will most closely follow Finnis. hs
because whereas in the earlier literature tight bindingnegarded as a simple empirical
scheme for the construction of hamiltonians by placing fatwlike orbitals” at atomic
sites and allowing electrons to hop between these throwgmtdiation of “hopping inte-
grals,” it was later realised that the tight binding approation may be directly deduced as
a rigorous approximation to the density functional thedris latter discovery has come
about largely through the work of Suttehal® and Foulked;and it is this approach that
is adopted in Finnis’ book from the outset.

In the context of atomistic simulation, it can be helpful fetohguish schemes for the
calculation of interatomic forces as “quantum mechariieald “non quantum mechani-
cal.” Inthe former falls clearly the local density approxtion (LDA) to density functional
theory and nowadays it is indeed possible to make molecytaardics calculations for
small numbers of atoms and a few picoseconds of time usinigiide At the other end of
the scale, classical potentials may be used to simulatmnslbf atoms for some nanosec-
onds or more. | like to argue that tight binding is the simpkheme that is genuinely
guantum mechanical. Although you will read claims that tambedded atom method”
and other schemes are LDA-based, tight binding differs filoase in that an explicit cal-
culation of the electrokinetic energyis attempted either by diagonalising a hamiltonian,
which is the subject of this lecture; or by finding its Greendtion matrix elements which
is the subject of the lecture by Ralf DraftZ'lhe enormous advantage of the latter is that
calculations scale in the computer linearly with the numifestoms, while diagonalisa-



tion is O(IN?). At all events, tight binding is really the cheapest and $&sipmodel that
can capture the subtleties in bonding that are consequefdbe quantum mechanical
nature of the chemical bond. Some well-known examples afettipiantum mechanical
features are magnetism, negative Cauchy pressures, ¢remgger and ionic bonding; and
of course bond breaking itself which is not allowed by simplglecular mechanics mod-
els. At the same time tight binding will reveal detailed gisiin the nature of the bonds
and origin of interatomic forces in the system you are stoglyi

1.1 The two centre approximation

In density functional calculations, the hamiltonian is stvacted after making a choice of
functions used to represent the wavefunctions, chargetgearsd potential. If these are
atom centred, for example gaussians, “fire balls” or Slatee orbitals rather than plane
waves, then matrix elements of the hamiltonian may becomtgedintegrals of three such
functions. An explicit formula taken from the LMTO methoddisplayed in equation (26)
in section 3.2 below. This can be the most time consuminggdabandstructure calcula-
tion, compared to the subsequent diagonalisation. In ¢ binding approximation, we
side step this procedure and construct the hamiltonian &@arameterised look up table.
But the underlying theory has the same structure. Each tanidgh matrix elementis con-
ceived as a integral of three functions, one potential arddrbitals centred at three sites.
(We have made thansatzhat the effective potential may be written as a sum of atom ce
tred potentials.) If all are on the same site, this is a onéregaron-sitematrix element; if
the orbitals are on different sites and are “neighbourslehie potential is on one of these
sites we have a two centre matrix element, or “hopping irsti€gAll other possibilities,
namely three centre terms and overlap of orbitals on disited are neglected. This forms
a central tenet of the tight binding approximation—the eeineighbour, two centre ap-
proximation. The canonical band thedmllows us to isolate these terms explicitly and to
predict under what circumstances these are indeed smalséstion 3.2). The two centre
approximation is more than just a convenient rejection ofate terms; it is implicit in
the Slater—Koster table and in the calculation of interacdorce that the hamiltonian can
be written in parameterised two centre form. This allows tinexpress the dependence
of hopping integrals upon distance analytically. It is afea of the quantum mechanical
method that whereas the hamiltonian comprises short ramgedentre quantities only,
the solution of the Schrodinger equation using this sinmgliltonian results in a density
matrix that is possibly long ranged and includes many-ataeractions. Indeed the bond
order potential exposes this many-atom expansion of tia¢eaergy explicith?

1.2 O(N?)and O(N) implementations

The obvious way to tackle the tight binding electronic stuwe problem is the same as
in density functional theory, namely by direct diagonalmaof the hamiltonian to obtain
eigenvalues and eigenfunctions in the tight binding regregtion, section 2.1 below. This
scales in the computer as the third power of the number ofaistin the molecule or in
the unit cell. In the solid state case one employs the Bloebrdm'® This means that one
retains only the number of atoms in the primitive unit ceditfrer than an infinite number)
at the expense of having to diagonalise the hamiltonian atfarite number ofk-points.



Luckily there is a well known and sophisticated number of sviryreduce this to a small
number of points within the irreducible Brillouin zod&1? The Bloch transform of a real
space matrixdigr; r/r- (in the notation described at equation (3) below) is

Hrrrp (k) = Z Hrimrry T,
T

whereR andR’ run only over atoms in the primitive unit cell, whifg are all the trans-
lation vectors of the lattice. As long as the matffxg )z r'/ IS Short ranged this can
be done easily; for long ranged matrices such as the batsteiconstants of (30) below,
this must be done using the Ewald method. If you like youdefimea two centre matrix as
one for which the Bloch transformation can be reversed @ualh\Vi points in the whole
Brillouin zone)

1 w
HriT)irr = Ne > Hrrwop(k)e ™7
K

Indeed this is a way to extract a two centre tight binding Htmmian from an LDA band-
structure calculatiof® an alternative approach is described in section 3.2 below.

In this lecture, | will concentate solely on the method ofedirdiagonalisation, but
an alternative and potentially much more powerful appraadh abandork-space, even
for a periodic solid, and employ the recursion method touate not the eigenvalues and
eigenfunctions of the hamiltoniaf, but its greenian or Green function; formally for a
complex variable:

G(z) = (z— H)™ ..

Throwing awayk-space will lead to a huge computational benefit, namely tthatcal-
culation scaledinearly with the number of orbitals, but there is a heavy price to pay—
interatomic forces converge more slowly than the energgesthey require off-diagonal
greenian matrix elements and the sum rule derived in equéli6) below is not auto-
matically guaranteet:1®> This can play havoc with a molecular dynamics simulation.
The problem has been solved by thend order potentialhich leads to @onvergenex-
pansion of the tight binding total energy in one-atom, tworg three-atom... terms—a
many-atom expansion. This is the subject of the lecture BfRautz in this workshop.

2 Traditional non self consistent tight binding theory

2.1 Density operator and density matrix

The traditional non self consistent tight binding theory,d@scribed, say, by Harrisén,
is explained here by following Horsfiekt all% 1" We useH" to denote the hamiltonian
to indicate that this is the non self consistent approxiamato density functional theory
as it appears in the Harris—Foulkes functiGrathe first two lines in equation (36) below.
(We follow the usual practice of supressing the “hat” on thefitonian operator.) Hence,
HY is the sum of non interacting kinetic energy and the effectiotential generated by
someinput, superposition of atom centred, spherical charge dessitiEhe hamiltonian
possesses a complete set of orthogonal eigenfunctiongtoe df the time independent
Schroddinger equation,

Hown = eptnp,



which we will write using Dirac’s bra-ket notation as
H|n) = en|n). 1)

e, are the eigenvalues of the hamiltonian and these are usemstract theband energy
Eband; thus

Epand = Z fn En- (2)

Here, f,, areoccupation numbersin an insulator or molecule assuming spin degeneracy
these are either zero or two depending on whethés greater than or less than the Fermi
energy. In a metal or molecule having a degenerate highesipged level these are set
equal to twice the Fermi function or some other smooth fumdtiaving a similar shapg.

As with any electronic structure scheme, if this is impletedras @andstructurgrogram

and hence the hamiltonian is Bloch-transformed kxtspace, then the eigenstates are la-
belled by their band index and wavevector so that in whabt¥adl the index: is to be
replaced by a composite indexk. (At the same time matrices become complex and you
may assume that what follows until the end of this subsedajmplies separately at each
k-point.)

Central to the tight binding approximation is the expangibthe eigenstates df® in
alinear combination of atomic(-like) orbitald.CAQ). This means that we decorate each
atomic site, which we denof® to label its position vector with respect to some origin,
with orbitals having angular momentuin= ¢m. In this way,/ labels the orbitals as p
or d character, while thd, label runs as;, «, y, z, xy and so on. These orbitals may be
written in bra-ket notation as

|IRL) = |i) 3)

so that we can abbreviate the orbital site and quantum nugiber a single index or
j, k, 1. In this way we have

n) = > e li) = e |d) (4)
and we use the famous Einstein summation convention, feitirevhereby a summation
over the indices, j, k, [ is understood if they appear repeated in a product. (Coakense
usen andm to label eigenstates ¢f° in equation (1) and these are not summed implicitly.)
The expansion coefficient$ are the eigenvectors éf° in the LCAO representation. The
parameters of the tight binding model are the matrix elementhe hamiltonian in the
LCAO basis which we write

0 _ /:1 170 |
Hij—<l|H 7) -

We mayassumehat our chosen orbitals are orthogonal to each other, bbetmore
general there will a matrix of overlap integrals that mayalemprise a part of our tight
binding model. These are

Sig = (ilj) -
It then follows from (4) that (summing ovgr remember)



in which a “bar” indicates a complex conjugate. The Schngdr equation (1) becomes a
linear eigenproblem

In the case of almrthogonaltight binding model, we havs;; = §;;, otherwise we need
to solve a generalised eigenproblem which i Is done by a Lidwvensformation. Denoting
H0 and.S;; in bold by matnces we inseB~2Sz after the right parenthesis in (6) and

mult|ply left and right byS

0= (S*%HOS*% - anl) (S%CS*%) - (H - anl) z,
which can be solved as an orthogonal eigenproblem, and eeeofrom z by back-
substitution using the previously obtained Cholesky demosition of S. Now we have
our eigenvectors! from which we construct a density matrix, which is centrakhe
electronic structure problem. The density matrix provideswith the band energy, local
“Mulliken” charges, bond charges (in the non orthogonaé@adond orders,interatomic

forces, and in the case of time dependent tight binding timelloarrents via its imaginary
part® The density operatqgi needs to have the following properties.

Property 1. ldempotency, meaning? = p,

Property 2. Tr p = N, the number of electrons,

Property 3. TrpH® = > Jn €n = Epand, the band energy,
Property4. Trp paA HO = AEbamd, the Hellmann-Feynman theorem.

We know from quantum mechaniésthat the one particle density operatodisfinedas
p=_ fuIn)nl.
To find its representation in the LCAO basis, we first defineiaaperator,
L =1i)S;" (il )
To show that itis the unit operator, write
(nn) =1 = (nli) S3;" (jln)
= EZS;”S Sjlcl
= ¢;'Sijcy

(after using (5) and swapping indices) which is consisteitit {¢). More generally we
have

(njm) = 6pm = ¢ Sizc". (8)
Now using our unit vector, we write the density operator im, gossibly non orthogonal,

LCAO basis,
an [ny (n] = an1|n (n|1

:an iy el (4] . (9)



A matrix element of the density operator is
pri =Y fu (Kli) e} (1)
= Z fn Skici' €} S (10)

and in an orthogonal basis this reduces to the familiar termstrix
pij = an C?E}l.
n

If you are familiar with general relativity or non cubic ctgiography then you may wish
to view the matrixS;; as the metric tensor that “raises” and “lowers” indices ofazo
ant and contravariant vectdt$>2! Finnis® makes this point by distinguishing between
“expansion coefficients” and “matrix elements” of the dénsiperator. In this way the
expansion coefficients of the density operator in the LCA€Idare) ., f,, c}'¢?, while to
obtain density matrix elements their indices are “raisegielements of the metric tensor
as in (10); in the orthogonal casg;{ = J;;) this distinction vanishes.

Now we can demonstrate thathas the properties 1-4 above. The following is really
included here for completeness as the student may not firiskiivhere in the literature.
However, on a first reading you may skip to section 2.3 aftekilng at equations (11),
(12), (13), (16) and (17).

Property 1. Idempotency follows immediately from (9).
Property 2. Tr p = N. We must take the trace in the eigenstate basis, hence
Ttp=3"" fu (mli) el jlm)
=D fa G Skich e} Spucy

After the second line we have used (8). We can make partialjlikén” chargesy;
which amount to the occupancy of orbital

N = Z%‘ = an ¢ Sizey,

using (8). Because of its importance in tight binding, wel witite the Mulliken
charge associated with orbitagxplicitly,

Gi=> fo > Sich (11)
n J

in which the sum ovei implied by the summation convention is, in this instance,
supressed. This iswaeighted decomposition of the narmiote that in this and the
following you can easily extract the simpler expressiomstfie more usual orthogonal



tight binding by replacing;; with the Kroneckep;; in the implicit sums, in which

case
=" fa I}
n

It is worthwhile to note that in an orthogonal tight bindin@del the total charge can
be decomposed into individual atom centred contributionghe other hand non or-
thogonality introducebond chargé so that as seen in (11) there is a summation over
both atom centred and bond charges. You may prefer the fattere: we all know
that in a density functional picture the covalent bond arfsem the accumulation of
charge in between the atoms; in an orthogonal tight bindindehone might ask how
is this accumulation described? The answer is that it isucagtin thebond order* 8

Property 3. TrpH® =" fu&n = Fpana.
TrpHO =3 > fu (mli) e} (j] HO [m)
=33 f A S S e
= Z Z Fr O OnmEm = Z fnen = Fband

using (1). One may wish to construct partial band enerdiesin an equivalent way

as
Eband = ZE1 = an C I{wC7

The corresponding decomposition of thend energy18) in section 2.3 is the starting
point of the many-atom expansion in the bond order potehtial

Property 4. The Hellmann—-Feynman theorem tells us that

0 0
TrpH®) = Trp—H"
ax (TTPH7) =Trpgs
because solution of the eigenproblem (6), through the Reyiitz procedure leads
us to a density matrix that is variational with respect to payameten which may
be, for example, a component of the position vector of an &orklence to calculate
the interatomic force we need to find

Trpa)\HO Zan (mli) €7 (il H0|m>
_an G ;L HO|.]>

Now our tight binding model furnishes us with hopping intdgr H. ”, and by em-
ploying a suitable scaling law, for example equation (23pWethe two centre ap-
proximation and the Slater—Koster table we will know howsta@epend on bond



lengths and angles; so while we don’t actually kr‘(o‘wa% H?|j), the derivatives that

we doknow are
80_2~0-_ﬂ~0 06, 80
So

0 0 -n . _n 0 0 _ 2 0|, 0 0 -
TagRHY = S el S — il ) — ) |
Now, to deal with the unknown last two terms, using (4)

Zh””[zww><m0 } Zn[ m%+%u£mﬂ
—Zn%Pc il + a1 )|

_angn C; jﬁ ij

since

0 g .. a .. 0 .
oy = gy (i) = (g5i) + (il 57)-

Finally we arrive at
L0 o . 9 9 o
Trpa/\H = §n fn e [8/\H MSU] (12)

2.2 Density of states and bond order
Thedensity of state central to electronic structure theory and is defined & be

€)= Zé(a—sn). (13)

We can define a partial docal density of statesp;(e), which is the density of states
projected onto the orbital We write

n(e) = Z<n|5(s — H?) |n)
—ZZ (nli) S (slm) (m| 8(c — HO)|n)
—ch ;iS5  Sincy (m| (e — H®) |n)
= anéj Sinck (n] (e — H)|n).

The first line follows from the Schrodinger equation (1) andhe second line we have
inserted our unit operator (7) and a further unit operadoy, |m) (m|. The fourth
line follows because of the orthogonality of the eigenvesit) which means we have



(m|d6(e — H°) |n) = (n]§(e — HY) |n) §,nn. Remember that in the fourth linjeandk are
dummy orbital indices to be summed over. We can replace thigke and; for neatness
and this leads to

n(e) =Y &Sicpi(e —en) = Z ni(e). (14)

n

Writing the summation over explicitly we see that the local density of states is

ni(e) =Y Y @Si;cd(e —en), (15)

with no summation ovet, and that this is aveighteddensity of state$’ the weight in an
orthogonal basis is simplyﬂz—compare this with the Mulliken decomposition (11).

An example is shown in figure 1. This is a self consisteragnetictight binding
calculation of the electronic structure of a Cr impurity ie, fnodelled as a dilute, ordered
Fe 5Cr alloy?® Very briefly magnetic tight binding is achieved by includiagpin index,
|i) = |RLo), (now the occupation humbers vary between zero @mel not two) and
adding an exchange potential to the self consistent hammlitoto allow these to split. In
addition to the Hubbard* (see section 4) one includes a “Stoiéparameter. We cannot
go into details here, but it's gratifying that the simplehtidinding modelguantitatively
reproduces the LSDA result, even to the extent of predidtieg‘virtual bound state” on
the Cr impurity?*2°

The density of states can be used to find the band energy,isjrtbe properties of the
Dirac delta function,

an/(s(g—gn)gdgz angn = Eband-

If we allow the occupation numbers to be represented by timedggenerate Fermi—Dirac
distribution,2 f (¢), then we find, using (13) and our property 3, above,

Erana =2 / f(e)en(e)de = Tr pH® (16)

which is an important identity in tight binding theory andeowhich bears heavily on the
convergence of the many atom expansion in the bond ordentiaité®

Finally in this section we should mention that thend orderwhich is central to the
bond order potentiélis obtained directly from the density matrix elements. Werge

1
©ij = 5 (pij + pji)
as thepartial order of the bonds contributed by orbitalsandj, it being understood that
these are on different atomic sites. The bond order betwitesi® andR' is obtained by
summing the partial bond order over all the orbitals on easinan question,

ORR/ = Z ORLR/L'- (17)
L
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Figure 1. Example of a local density of stafésThis is an ordered alloy, FgCr on a body centred cubic (bcc)
lattice. On the left is the local spin density functionalusnd on the right a simple, non orthogonal magnetic
tight binding approximation. As is conventional, the spmand down densities are shown as upright and upside
down functions respectively. The Fe atom shown is the orseslato the Cr impurity and the density is projected
onto thed-manifolds. Apart from the accurate description providgdhe tight binding model, the most striking
feature is the virtual bound st&fe?> seen as sharp peak in the local Cr density of states. Itblothat the
occupied spin up state hak, symmetry while its unoccupied partner belongs largely &ethmanifold.

2.3 The tight binding bond model

Just as in density functional theory, the sum of occupiedraiglues of the one electron
hamiltonian is not the total energy. In the traditional tibinding approximation, begin-
ning probably with the papers of Jim Ch&dipne writes simply

Etot = Eband + Epair

for the total energy in thband modeandE,,.;, is a pairwise repulsive energy whose func-
tional form and parameters constitute ingredients of thiet thinding model; it is intended
to represent the double counting and ion—ion contributtortse density functional total
energy?’ “Double counting” is a term given to the electron—electroteiaction energy
in density functional theory. Because the theory is cast inbne electron form through
the Kohn—Sham equations, the band energy, by summing ov@igenvalues, counts the
electron—electron interaction twice. The interactionwsstn, say, electrons in occupied
states 1 and 2 is counted first when eigenvalue 1 is added iagaid when eigenvalue 2 is

10



added. One cannot simply divide by two becafigg,q also contains kinetic and electron—
ion energies which are not double counted. Hence one rdatdsithe electron—electron
interaction energy and subtracts it, calling this the “dewdounting” correction.

Pursuing an argument that goes back as far as the stitté®ettiforr® formulates the
total energy in terms of thbond energy,Fyonq4, rather than the band energy. The tight
binding bond modé&l(TBBM) is the starting point for both self consistent tighhting
which is described below in section 4 and for the modern baddrgpotential$. Therefore
we will pursue only the bond model further here. The esskpdient is that one arrives at
the covalent bond energy? by removing the diagonal elements Bf..q = Tr pH°. We
recall that orbital indices andj are a composite of site labels and quantum numbers, and
write

1 1
Ebona = 5 Z 2pi H; = 3 Z 2prewr Hppme- (18)
R/ZR TR

Here all terms are excluded from the double sum if orbitaied j are on the same site
R. Note how by dividing and multiplying by two we can exposesths a sum of bond
energies which is then divided by two to prevent each bondgodouble counted in the
same way as a pair potential is usually written.

In the TBBM, the remaining diagonal terms#y,,,q are grouped with the correspond-
ing quantities in the free atom. In the non self consistgtittbinding approximation, the
on-site matrix elements df® are simply the free atom orbital energies (eigenvaluesf th
atomic hamiltonian)

0
Hprrr =€redrr

and in addition to the hopping integrals, these are parasiefeahe tight binding model,
€s, €p andeq. Furthermore, we assume certain orbital occupancies ifréleeatom, say,
Nry, Whereas after diagonalisation of the tight binding haonitan one finds these orbitals
have occupancy given by the diagonal matrix elements of éimsity matrix. Hence there
is a change in energy in going from the free atom limit to thedamsed matter which is

Eprom = Z (prere Hiprr — Nreere)
RL

= (prrrL — Nre)ere
RL

= Z AqRL ERY- (19)
RL

We have assumed for now that on-site element& bfre strictly diagonal and we recog-
nise the first term in the first line as the difference betw&gg.q and Eyond. Eprom IS
called thepromotion energince it is the energy cost in promoting electrons that iy ver
familiar, say, in thes—p promotion in covalent semiconductors in “preparing” thenas in
readiness to form thep? hybrids in the diamond structure or thg? hybrids in graphite.
Thus in the tight binding bond model thénding energys written as the total energy take
away the energy of the free atoms,

EB = Ebond + Eprom + Epair- (20)
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Theinteratomic forceis minus the gradient of the pairwidg, ;. which is trivial, minus
Tr pVH? which can be computed using equation (12) assumingahaitehamiltonian
matrix elements remain constant; this is the fullgn self consistent tight binding ap-
proximation. And in fact at this level of approximation tharidl and bond models are
indistinguishable. The first order variation Bf with respect to atom cartesian coordinate
R, is

0 0 0

0
——Fp = 2 'L —HO/ ’ —F rom —F air- 21
oR. m R;ﬂ PRLR'L OR. TRL RL+aRa p +8Ra p (21)
R/#R

This is written for the orthogonal case, since this appration forms a tenet of the
TBBM. However, it's easy enough to add in the term from (12yteining the overlap
and of course the diagonal elemessts are constant and do not contribute to the force.
Note that the half in front of (18) has vanished—in the caltioh of the force one sums
over all bonds emanating from the atonRatnot just half of them!

Now comes a rather subtle point. Unlike the band model, thnellmodel is properly
consistent with the force theoreth.This states that there is no contribution to the force
from self consistent redistribution of charge as a resuthefvirtual displacement of an
atom. If a self consistent electronic system is perturbefitsoorder then that change in
the bandstructure energy due to electron—electron irtterais exactly cancelled by the
change in the double counting. This remarkable result méeaisy making a first order
perturbation one cannot distinguish between an intergetitd a non interacting electron
system?? Indeed to calculate the interatomic force it is sufficienfitml the change in
band energy while making the perturbation—in this case theat displacement of an
atom—in the frozen potential of the unperturbed systemhénltand model there will be
a first order change in the band energy upon moving an atomhwalightto be cancelled
by an appropriate change in the double countingjduabtbecause this is represented by
the pair potential. Now we can diSCU8&,.om/0R,. In the band model there is no con-
tribution to the force fronE,.om (19); because of the variational principlg . dgrr = 0,
andgrdcrz = 0 because ther, are constants. However the Mulliken charge transfers
are not necessarily zero and the force theorem does requirelectrostatic contributions
due to charge transfer to be included in the interatomicefdtc* neglect of these leads
to the inconsistency of the band model. In the TBBM the masitéid self consistency is
imposed, namely thAnsatzof local charge neutrality so that electrostatic chargeder
terms vanish. This requires that for each sitettial Mulliken charge difference between
free atoms and condensed phase summed over all orbitalsois Ebis is achieved iter-
atively by adjusting the on-site orbital energies. Herehis simplest example of a self
consistent tight binding theory. It only affects the diaghron-site hamiltonian matrix
elements and hence onby,,.m is changed. Suppose we now write the hamiltonian as

H=H+H (22)
whereH’ has only diagonal elements which we may dadlg ;. Then

Eom = Z (PRLRL — Nre) HRLRL
RL

= Aqry (ere + Acry)
RL
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In a sense thisisn’t really “promotion energy” anymore hesgave have applied the on-site
energy shift to the free atoms also, but it is consistent wighformulation of the TBBM.
There will now be a contribution to the force on at@®nfrom the new ternd ", Agr Aey.

If the self consistency is achieved in such a way that alltatli@nergies are shifted by the
same amount at each site, then this contribution vanisteaiseAe, is independent of,,
moves to the front of the summation sign ang. Aq;, = 0 by the local charge neutrality
condition. Further and complete discussion of the TBBM carfdund in the original
papef and in Finnis’ book

3 How to find parameters

Now we turn to the question that is probably the most contisiaé Many people dislike
the tight binding approximation because whereas on the and tve claim it to be close
to theab initio local density approximation solution, on the other we adeiced to finding
parameters empirically just as if this were another clatgotential. My own view is
thatif the tight binding approximation contains enough of the pdgyef the system we
are studying then any reasonably chosen set of parametiézovide us with a useful
model. From this point of view we would also demand that onleay small number
of parameters is actually employed in the model. Furtheenitoshould be possible to
choose these by intelligent guesswork and refinementrsgafrdm some well established
set of rules; for example Harrison’s solid state tatbte,the prescription of Spanjaard and
Desjonqueres for the transition met&ig=or example, the latter prescription has furnished
us with useful tight binding modet$3¢for Mo, Re, Nb and Fe each with some five to ten
adjustable parameters. Alternatively a 53-parameter hfod&lo was produced by very
careful fitting to a huge database of properfie$here doesn’t appear to exist a particular
advantage of one approach over the other and both types ofIrhade turned out to be
predictive of electronic and structural properties of asition metals.

We need to distinguish between hamiltonian parameterssierorbital energiesg,
and hopping integralEg ; ., ,—and the parameters of the pair potential. Additional com-
plications arise as described later in section 3.3 in the odenvironmentally dependent
parameters’

| wish to illustrate the problem by reference to some examfrtam the literature.

3.1 Parameters by “adjustment”™—example of ZrO,

The tight binding model for zirconi# ZrO,, was designed to provide a description of the
structural properties of this industrially important amia material. ZrQ suffers a num-
ber of structural phase transitions as a function of tempesa This is exploited in an
extraordinary phenomenon called transformation tougteeifi Its low temperature phase
is monoclinic, at intermediate temperatures it is tetrajand the high temperature mod-
ification is cubic. An open question was whether the tetragjtm cubic transition is of
first or second order thermodynamically, order—disordetisplacive. Additionally, it is
known that the cubic structure is stabilised at low tempeeaby doping with aliovalent
cations (Y, Ca, Mgetd while the mechanism for this was unknown. The tight binding
model turned out to be capable of addressing both thesesissutkthe order of the transi-
tion was discovereéd as well as the mechanism of stabilisation of the cubic pAiaJde
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Figure 2. Bond integrals, after Majewski and V38l This shows the well known atomic orbitals of the various
s, p or d types joined along a bond. Radial symmetry along the bonsksisraed leading to the designation of the
bond ass, 7 or 6. To construct a tight binding hamiltonian requires theselmental bond integrals assembled
through the Slater—Koster table using the direction casofehe bond in a global cartesian system (these bond
integrals are given with respect tazaaxis directed along the bond). This is illustrated in fig6r&in ref [3].

strategy of finding tight binding parameters was quite senpgbince the eigenvalues of
the hamiltonian describe the energy bands it is sensibldjtesthe on-site energies and
hopping integrals to the LDA bandstructure, and then findgk pair potential whose

parameters are chosen to obtain, say, the equilibriunséatthnstant and bulk modulus. In
this case the smallest number of adjustable parametershusgm to replicate the cubic
phase in the hope that the model will themedictthe ordering in energy of the competing
phases. The steps are these.

1. Choose aninimaltight binding basis set. In this cageorbitals were placed on the
Zr atoms and andp on the oxygen. We should mention that being an ionic crystal
the TBBM is inadequate and this is in facself consistentight binding model using
polarisable ions. This is explained later in section 4. Toygding matrix elements are
linear combinations of the fundamental bond integrals #éhatillustrated in figure 2.
The particular linear combination depends on the bond agepenetry and is encap-
sulated in the Slater—Koster taBi&his is illustrated in figure 6.5 in ref [3]. We only
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Figure 3. Energy bands of ZgQusing both LDA and a tight binding model in both fluorite andileucrystal
modifications. The model parameters were adjusted to theitduoands and the rutile bands are therefore a
prediction We should note that a number of features such as the splittithe d-manifold intot> andey sub-
bands and the crystal field widening of thederived ligand band in rutile are consequences of usingsée
consistent polarisable ion model, and this will be descrilager in section 4. But we can note in anticipation
that it is the newA parameters that permit the orderirtg (> e4) in the cubic crystal field andice versan the
octahedral field to be reproduced automatically.

need to find the relevant fundamental bond integrals betwegghbouring atoms.
Zr—0 first neighbour bonds require us to knews, pdo andpdr and we choose also
to include second neighbour O—0 bonds to be madesby spo, ppo andppr bond
integrals. We have to choose both their value and the way inhwthey depend on
bond length. There is a “canonical band theory,” that islyegppropriate for met-
als>*344put whichfaux de mieuxve can apply more generally. This provides us with
guidance on how the bond integrals decay with distance awdvéith certain ratios,
namelyppo:ppm andddo:ddr:ddd, see equation (30) below. The required hopping
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Figure 4. Total energy versus volume in four competing alyatructures of Zr@.38 At each volume, the energy
is minimised simultaneously with respect to all the remagnilegrees of freedom. (a) LDA calculations of the
absolute binding energy (energy with respect to spin pgedrifree atoms); (b) tight binding results referred to
the equilibrium energy of the monoclinic phase. (c) and fdwsthe axial ratia; and distortion parameterin
the tetragonal modification as a function of volume.

integrals are initially taken from Harrison’s solid staddble and adjusted visually to
obtain agreement with the shapes, and especially the wadtthe LDA bands. One
can also adjust to either the LDA or to experimental band gajs® the scaling of the
bond integrals can be adjusted to the volume dependence aA bandwidths
The result is shown in figure 3.

We should give more detail of how the bond integrals dependard lengthy. A
very useful function is that of Goodwin, Skinner and Petff¢GSP)

(@ o[- (@] e

At is very useful to have a computer program that can calewdaergy bands, density of states, total energy using
both LDA in some form and in the tight binding approximatigneferrably all using the same input file. Luckily
such a program exisfS. Students may contact the author if they wish to learn how éothis.
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Most important are the prefactdy which is the value at the equilibrium bond length,
d, and the exponentwhich determines the slope of the function at equilibriuimcs
whenr = d the argument of the exponential vanishes. The role.@ndr. is to give
arapid decay to the function at aroune- r..

2. A pair potential needs to be chosen. The GSP function carsée but in the Zr®
model a very simple Born—Mayer form was used between firgthimur Zr-O bonds
only. The Born—Mayer functiop(r) = Ae~"" has only two parameters which were
fitted to the lattice constant and bulk modulus of cubic ZrO

Figure 4 shows energy volume curves for the competing drgstactures comparing
the tight binding model to LDA. Also shown are the order paetens that describe the
tetragonal to cubic phase transition as functions of volume

It is rather clear that the tight binding model for Zr@ives a really excellent set of
predictions, having been fitted (or adjusted, rather) omighe cubic structure. In particu-
lar the rutile structure is found to be much higher in enehgyntits competitors—a feature
that cannot be reproduced in purely classical models. Thishing of the order parame-
ters with pressure is well reproduced qualitatively. Thid ¢he example shown in figure 1
where simple models, rather insensitive to the choice ddipaters, reveal useful and pre-
dictive physics gives one confidence the tight binding apionation is indeed a valuable
and reliable theory.

3.2 Parameters taken from first principles tight binding—example of Mo

Students who are not particularly interested in the detdisn LMTO calculation, may
skip this section after looking at figure 5 and subsequenteents. However section 3.3
isimportant. It makes sense to obtain the hamiltonian makements fromab initio band-
structures. Probably the most transparent LDA bandstre¢heory is the one provided
by the linear muffin-tin orbitals (LMTO) method. In the ataspheres approximation
(ASA) the entire bandstructure problem is reduced to kngdnr “potential parameters”
in eachR/ site and angular momentum channel. Moreover these parestetee a clear
interpretation in terms of the bandstructufgis the centre of the band is the bandwidth
parameterz is a distortion parameter describing the deviation fromocéecal bands and
finally p is a small parameter allowing the eigenvalues to be corgec¢buhird order in
their deviation from some chosen energy caled An LMTO is a composite orbital-like
basis function. A sphere is enscribed about each atom wdilagauch that the sum of all
sphere volumes equals the total volume; in a simple monatorgstal this is the Wigner—
Seitz radius. Within the sphere the radial Schrodingeraéqn is solved at the energy
g, in the current potential and this solution and its energyveéve are matched to solid
Hankel and Bessel functions between the spheres. This mgtcbndition is enough to
provide the potential parameters which are functions ofdlgarithmic derivatives of the
radial Schrodinger equation solutiong (r) = ¢4(r) Yz (r). Each LMTO envelope may
be expanded about a given atomic site using the propertyatiieinkel function at one
site may be written as a linear combination of Bessel fumstiat some other site. This
property means that all the Hankel functions in the solid lbamexpressed as a “one cen-
tre” expansion about any one atomic sphere. The expanseffigents are called< = 0
structure constants” and they transform under rotatioosraling to the Slater—Koster table
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and hence may be identified &m hopping integralé/4¢ However conventional struc-
ture constants are very long ranged. To make contact witth kisnding theory Andersen
and Jepsen showed that one can make similarity transfansadtietween sets of solid state
LMTO’s;* each basis set being equivalent to another since they giveidél bandstruc-
tures. In particular Andersen demonstrated that one canettkéi “most localised” and an
“orthogonal” set of LMTOs. The transformation works likégh In the ASA an LMTO
at siteR is made up of a linear combination of a radial solutitir — R) (the “head”)
and energy derivative functiomé(r — R’) (d¢/de evaluated at,) at all other sites (the
“tails”). These are assembled into a one centre expansiog tle structure constants. So
an LMTO looks like this,

XRL(I' — R) = ¢RL(I‘ — R) =+ Z Q.SR/L’(I‘ — R/) h’R/L/RL-
R'L’

By a choice of normalisation, one can choosedte— R’) to be those that arerthogonal
to the radial solutions in each sphere. This particular Eenergy derivative functions is
given a superscript and one is said to be using the-tfepresentation.” More generally
one can vary the normalisation by mixing in some radial $ohg with theqS(r —R')to
make up the tails of the LMTO. To do this we write

¢rr(r —R) = ¢}, (r — R) + ¢rr(r — R) orL, (24)

so that in they-representation, the potential paramelgy, is zero. It's called for overlap

but has units of energy. To construct the overlap matrix in the ASA one has to expand
out (x|x); and similarly(x |-V? + Veg| x) for the hamiltonian. If we write thatr . rL

is an element of a matrik andogr ;, andpg, are elements of diagonal potential parameter
matricesp andp, then Andersen finds for the overlap matfix

S =1+ oh + ho + hph. (25)

As we mentioneg is a small potential parameter. So in theepresentation = 0 and to
second order the overlap is unity and we have an orthogosa.bEhe hamiltonian matrix
turns out to bé?

H=¢,+h+hos, +¢,0h+h(o+pe,) h. (26)

Again, in thevy-representation, neglecting third order terms the hamigto is justH =
¢, + h. So if one calculates structure constants and self consigtgential parameters
using an LMTO code then one can build an orthogonal tightibimehodel by explicitly
buildingH in the~-representation. By construction, to second order it weiiroduce the
LDA energy bands.

Unfortunately there is no guarantee that this hamiltongashort ranged. Andersen
made a particular choice of the potential parameggr by defining “screening constants”
agy in this way: ref [9], eq (91),

1 ARL

—— =CRL —€uRL —

_ (27)
ORL TRL — ORL

They are called screening constants because the effectisfcahdial solutions to the”
in (24) is to match the Schrodinger equation solutions angphere to Hankel functions
K, (r — R) that have been screened by additional Hankel functionseiwsuding atomic
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sites. There is an electrostatic analogy. The solid Hankettfon represents the elec-
trostatic potential due to 2’ multipole. This can be screened by surrounding the sphere
with further grounded metal spheres, whose contributiahéopotential is then provided
by these further Hankel functions at the surrounding sghelfeone chooses the screen-
ing constantsyg;, to equal the band distortion parametegg;, then one arrives at the
~-representation since we gat; = 0 in (27). All other representations are specified by
choices of screening constants. The chaigg, = 0 corresponds to the so called “first

generation” LMTO which employs the standard= 0 KKR structure constants

20" — 1)l
25—( 1)!!(2£')— oy Crver Kor(R=R) - (28)

Br/pri = =87 Z(—l)z(
L//

where
KL(I‘) = T7l71 YL(I‘),

is the solid Hankel function,
CL”L/L = //dQ YL// YL/ YL (29)

are Gaunt coefficients and;, are real spherical harmonics (see Appendix). The whole
Slater—Koster table is encapsulated in this formula; thenGeoefficents provide selection
rules that pick out certain powers ofand angular dependencies. By pointing a bond
along thez-axis one can see how the canonical scaling and ratios com# since these
structure constants are simgfy,

Bsso = —2/d
Bapo = 2V/3/d?
Bpp{o’,Tr} = 6{27 _1}/d3
Bsda = _2\/g/d3
de{a',ﬂ'} = 6\/5{_\/53 1}/d4
de{a’,ﬂ',é} = 10{_61 47 _1}/d5 (30)
in whichd is a dimensionless bond lengths, wheres is conventionally chosen to be the
Wigner—Seitz radius of the lattice. These can be compart#dtive cartoons in figure 2
in which the overlapping of two positive lobes leads to a tiggadond integral andice
versa This is because the orbitals are interacting with an atttecnegative, potential
(section 1.1). Note how the factor1)* in (28) neatly takes care of the cases liker =
—spo. You have to be careful of these if you program the Slaterté¢dable by hand.
Transformations from the “first generation” to “second gatien” LMTO basis sets

are quite easily done. Having chosen screening constaetsransforms the structure
constants thus,

B® = B + BaB® (31)

bandersen uses the symhsifor structure constants but we've already used it for thelapewhich is standard
tight binding usage. Here we ugefor Andersen’s which differ by a prefacta@y/[(2¢ — 1)!!(2¢’ — 1)!!] and a
minus sign from the KKR structure constaffs.

CClearly Br/ 1/ gz, has two centre form, section 1.1, as it depends only on theemiimg vectolR. — R’ (28).
It's less obvious thaB® is a two centre matrix because of the three centre termsintexd by the second term
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which is a Dyson equation, andis a diagonal matrix. Then one transforms the potential
parameters by defining a vector (we supressRtesubscripts)

5:14—(0—6,,)%

after which (ref [9], p. 88)
c=e,+(C—¢,)¢ ; d=&%A

wherec andd are the band parametefsand A in the new representation. The overlap
parametep is transformed according to (27).

Andersen and Jeps€rdetermined empirically a set of screening constants, ryﬂnel
as = 0.3485 ap = 0.05304 ag = 0.010714, (32)

which lead to the “most localised” or most tight binding LMT@sis. Now one can con-
struct hamiltonians and overlaps according to (26) and kg5)oting that theirst order
hamiltonian is constructed from potential parameters amaire constants*®

hrrwrr = (crL — €vRrL) SRLR/L' + VARL BRrr VIR L -

Now we want our tight binding hamiltonian to have two centoenf and it is easy to
identify which are the three centre terms in the LMTO hamilém and overlap matrices—
they are contained in the terms bilineartinthe last terms in (26) and (25). These terms
(as do the linear terms) also contain two and one centre tefesurse, arising from the
diagonal terms oh. We can dispose of three centre terms in two ways.

1. We can work tdirst order, in which case, in both- and~-representations
HY =¢,+h (33)

and sincevh terms are of second order, both these are orthogonal modbklewerlap
being unity.

2. We can work to second order by retainisigterms but neglecting the small potential
parametep” in the~-representation. In this representation= 0) this is no differ-
ent from the first order hamiltonian, and the overlap is uritythe a-representation
this introduces some additional two centre contributierthie matrix elements of the
hamiltonian and overlap, and we are careful to extract omet@n centre contribu-
tions from the last term in (26).

Allthisis illustrated in figure 5 for the bece transition metéo. The screening constants
from (32) are used. Here are some noteworthy points.

1. Clearly the two representations deliver different sétsopping integralsYou cannot
expect density functional theory to furnish you with THEhtiginding model.On
the other hand they show a proper decay with increasing tength. The decay is

in (31). Nonetheless because the transformation is dorealrspace it is also a two centre matrix by virtue again
of its dependence only updR — R/. On the other hand it possesses additional “environmesfz¢ndence,” see
section 3.3.

dan alternative is to defineeg, = (20 4 1)(rre/s)?T! by choosing site and-dependent “hard core radii”
rre.2! This is consistent with “third generation LMTG?
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Figure 5. Hopping integralé!’m in the body centred cubic transition metal Mo, calculateidgitMTO theory.
The three integralgldo, ddw, andddd are found by rotating the axis to first and then to second neighbour
bonds and doing this at three different atomic volurffebgnce for each integral six values &f m are shown
as a function of bond length. Three model LMTO hamiltoniares ased. The crosses refer to the two centre
~-representation; the circles to tfiest order a-representation and the pluses to #ezond ordertwo centre
H. In the lower panel are shown the diagonal matrix elemendstaeir, rather strong, volume dependence.

more rapid in the tight bindingy-representation as expected, furthermore the first
order tight binding representation is strictly orthoggmat shown in figure 5 are the
overlap matrix elements in the second order tight bindiqgesentation, but indeed
these are very small—no greater than 0.025 in magnitudee tiat the tight binding
bond integrals respect the signs and roughly the canoratiabrof the bare structure
constants (30) while in the-representatiodds and the second neighboddr have

the “wrong” signs. Furthermore we would find that while thghti binding bond
integrals shown reproduce the LDA bands using just first aodsd neighbour matrix
elements, this is not the case for tha@epresentation. Note that the first and second
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order tight binding matrix elements are essentially theesatime additional second
order terms may be safely neglected and the first order cotiedramiltonian (33) is
clearly the proper one to use for this case.

2. If you have the patience, then you can do this exercise bgl lrathe case of the first
order hamiltoniart® However the scheme has been automated and is implemented in
our LMTO suite®®

3. Unfortunately the on-site energies shown in the lowerepahfigure 5 are far from
independent of volume. This is a remaining unsolved quegtio the construction
of tight binding models in which the on-site energies araiiably constant (except
of course for the adjustments in self consistent models ¢owtt for electrostatic
shifts due to charge transfer, see (43) below). Andéfsamints out that the Dyson
equation (31) provides guidance on how to account for thisrme dependence in
terms of the local neighbour environment. Whereas on-s@#&imelements of the
bare structure constaniB,are zero, we have from (31)

Brrrr = E E Brrwrr arver BRoprrr
R//#R L//

and the on-site matrix element of (33¥%s
err = crr + drRiBRL RL-

However the band centre parameteand bandwidth parametérare also strongly
volume dependerft** An important contrast with the ASA is that in tight binding,
the on-site parameters are constant—the scaling law hakeatre of both the bond
length dependence at constant voluamne the volume dependence itséf.

3.3 Environmentally dependent tight binding matrix elemerts

Possibly the most striking feature displayed in figure 5 issa@htinuity, most notably in
theddr andddd bond integrals, between first and second neighbours. Tbigaarticular
importance to structures like bcc which have first and secmighbours rather similar in
bond length. It means that omannotfind a simple scaling law, such as the GSP (23)
that can connect all the points in the graph. This effect vieed in the case of theso
bond integral in Mo by Haast al3” and they proposed a very significant development in
tight binding theory, namely the use efivironmentally dependehond integral$® The
discontinuities in theld bond integrals were noticed by Nguyen-Magttal >3 who offered
the physical explanation in terms of “screening.” The bédéa is that the bond between
two atoms isweakenedy the presence of a third atom. Therefore the scaling of & bon
integral, say by the GSP function (23) is modified by multiptyit by (1 — Seer,,) Where
the “screening functionS,,,, is the hyperbolic tangent of a functithn

, R-R'|+|R —R" Mee! m
it = Averm Z exp [—/\Mm (| |R| — |R’| |> } , (34)
R’/

R/ #R,R’
in which A, X andn are parameters to be fitted. This complicated expressiohe&amply
explained” 53 As a third atomR” approaches th&® — R’ bond the term in parenthe-
ses becomes small, and approaches one in the limit that Btosits inside theR — R’
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bond. This increases the value of the exponential and theftarction smoothly reduces
the R — R’/ bond integral. Whereas Tareg al>® introduced this function empirically,
Nguyen-Manket al>® were able to derive its form using the theory of bond ordeepet
tials, and explainhy ddo is not strongly screened whiltélr anddds are. Modern tight
binding model& ¢ 5%for transition metals are now fitted to curves such as thofigune 5
using (34). Indeed in these new schemes a repulsive eneatgoiditted to an evironmen-
tally dependent function similar to (34). This is intendedrake a better description of
the valence—core overl&p°8between atoms which is short ranged but not pairwise and is
otherwise not properly captured in the tight binding bonddelo So nowadays one finds
instead of (20)

EB = Ebond + Eprom + Ecnv + Epair (35)

in the TBBM, andFE.,, is the new environmentally dependent repulsive energyeiitd
understood thaty,,,q may be constructed using environmentally dependent hggpin
tegrals t00.Ep, om IS SOMetimes omitteef; >”in the instance that only one orbital angular
momentum is included in the hamiltonian, for example if omptoys ad-band model for
transition metals.

4 Self consistent tight binding

We described a tight binding model for Zg@n section 3.1. The local charge neutrality
of the TBBM is clearly inadequate to describe an ionic cryfstawhich a dominant part

of the total energy is the Madelung sum of electrostatic ams® A way to deal with
this in tight binding was proposed by Majewski and Bgi° based on a Hubbard-like
hamiltonian of Kittler and Falicof® In this scheme the total charge transfer at each site,
Agr, from (11) and (19) are taken as point charges. The haméltoisiagain

H=H+H

asin (22). Two terms make ug’, the Madelung energy of the lattice of point charges and
a positive energy that is quadratic &gr, namelyUr Agg ; employing the well-known
“HubbardU™” that acts to resist the accumulation of charge. This prohiksolved self
consistently. An extension of this scheme to allow the ch#wde expressed as multipoles,
not just monopoles, was proposed independently by Schedtiml®* and Finniset al38

In the latter paper, the connection was made to density ifiumaittheory and the TBBM,

so we will pursue the same argument here. As noticed by Elstred ©? the Hohenberg—
Kohn total energy in DFT can be expanded about some referdacton densityp° (r).

If H° is the hamiltonian with effective potential generated by thference density, and
just as in section 2.1 its eigenfunctions &t then the total energy correct to second order
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is%3 (e is the electron charge)
5 = 55 (o))

- / (V8 (x)dr — B + Bl + Fzz

/dr/dr { r_r(r/)

52 Exc ,
+ dp(r) §p(r)§p(r’)5p(r )} . (36)
E}) is the Hartree energy anil), and V,{ the exchange—correlation energy and potential
belonging to the reference density,(r). The first two lines make up the Harris—Foulkes
first order functional; we recognise the first line as the band energfadh the sum of
occupied eigenvalues of the non self consisteput hamiltonian, and the second as the
interaction term (double counting) plus the ion—ion paitgmtial, £zz. In theself consis-
tent polarisable ion tight binding modl(SCTB) we approximate the last two lines by a
generalised Madelung energy and a Hubbard energy, which asiecond ordeenergy

to (35)

E, = 2 e’ Z Qr'r BrirrL QrL + ZURAQR (37)
RLR'L'

These two terms represent the electron—electron mtera:cuAII the exchange and cor-
relation complexities are rolled into a single parametee, lHubbardl. The first term
in (37) is a classical interaction energy between point ipolés. The monopole term
is just a straight forward sum of Coulomb energiés? Aqr Agr// |R — R’|, while the
generalised Madelung matrix is just the LMTO bare structargstant matrix (28), or to be
preciseBr o rr = —(1/2m)(20+1)(2¢' + 1)BR/L/ rr- In generalgry is the multipole
moment of angular momentumat siteR.. If we knew the charge density, which we don’t
in tight binding, then we could define the moment

Qrr = /dr p(r) r* Y (r) (38)

for ¢ > 0; while for ¢ = 0 we’ll have

1
@ro = AqrYp = 4/ yp Aqr.
v

Although we don’t know the charge density in tight bindingg inow the eigenvectors of
the hamiltonian and we can construct multipole moments fiteese. The monopole is of
course proportional to the Mulliken charge transfer. Altgb in tight binding we don't
even specify what the basis functions (3) are, we can takatithey comprise a radial part
times an angular, spherical harmonic part, that is

(rlRL) = fre(Jr = R|) Yz(r — R). (39)
Then in terms of the eigenvector expansion coefficientd@4y, > 0 we may define
Qre = > > fnChichin <RL/ ‘QRL‘ RL”> (40)
L'L" n
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in which the multipole moment operatofts
Qrr = Yi(1), (41)

which follows as a consequence of (38). If we expand out theimelement of Qg 1,
using (39) and (41) we have

<RL’

QRL’ RL”> = /T2d7’ fre frev 7t //dﬂ Yo Y Yy
=Dy Cripnp,

which introduces new tight binding parametets;,.,. Selection rules which are policed
by the Gaunt coefficients (29) demand that there are onlynses® parameters, or two if
one has a basis of onkyandp orbitals. These parameters are
A011 = A101 = Aspp
A1z = Dppd
A2z = Agp2 = Agdd
Ajo1 = Agi1 = Apdp

Aooo = Agqa
Aq23 = Agi3 = Apgr
Aooy = Agqg.

In fact these parameters are not entirely new, but are résaigle as the elements of crystal
field theory—in the casé¢’ = ¢ they are the quantitie&*).6>® So it's perhaps not
surprising that these new parameters introdergstal fieldterms into the hamiltonian.
These are off-diagonal, on-site terms that we have up to akentto be zero. However
they are crucial in describing the bands of, for example tthiesition metal oxides as in
figure 3. The generalised Madelung energy in (37) impliestti@electrons are seeing an
electrostatic potential due to the multipole moments athedlatomic sites. Indeed, if the
electrostatic potential in the neighbourhood of the atositaR is expanded into spherical
waves, we could write,

Ve(r) =Y Varr' Yi(r) (42)
L

and using standard electrostatics & coefficient in this expansion is
VL = Z Briwr Qriv-
R'L’

Now in the same way that we arrived at (40), using (42) we cahtfie matrix elements
of H', namely

Hiporer = Ur Aqropipr + € Z Vrr Aprpry Criprr. (43)
L

Now all the ingredients of the self consistent tight bindanpeme are assembleH? is
given by its matrix elements, determined as in non self abast tight binding, described
in section 3. After solving the orthogonal, or non orthodagigenproblem and finding
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the eigenvector expansion coefficients, you build the ol moments and using struc-
ture constants find the components,,, of the potential. Having also chosen theand
HubbardU parameters, elements &F are assembled and the eigenproblem is solved for
H° + H'. This continues until self consistency.

One or two extensions have been omitted here.

1. Onlyon-sitematrix elements ofi’ are non zero in this self consistent scheme. In fact
in the case of a non orthogonal basis, due to the explicitaapee of bond charge
(see equation (11) and subsequent remarks) also interattéxrelments ofH’ are
introduced. This is important because it allows the hoppitegrals themselves to be
affected by the redistribution of charge, as might be iively expected: ¢’ Details
are to be found elsewhe?e’?

2. This scheme can be extended to admit spin polarisatianitation of the local spin
density approximation. Thimagnetic tight bindingfigure 1) has also been described
elsewhere and is omitted from these notes for bre¥ity.

Finally we should remark that the interatomic force is gaslitained in self consistent
tight binding. Only thefirst andthird terms in the TBBM (21) survive; in particular one
still requires the derivatives of the matrix elementg®¥. The only additional contribution
to the force comes from tHist termin (37); there is no contribution from the second term
(or from the Stoner term in magnetic tight bind#gbecause of the variational principle.
Hence one requires only the classical electrostatic foncatomR,,

B=—-> QriVVir
L

which is consistent with the force theoréi* and repairs the inconsistency of the band
model mentioned in section 2.3.

We illustrated the self consistent polarisable ion tightdimg model (SCTB) in the
study of phase transitions in ZgQOn section 3.1. It turns out that the extension of the
point charge model to include polarisability introducesvrghysics that is essential in
describing these phenomena. In particular the dipole jzalton of the anions drives the
cubic to tetragonal transition. Furthermore, as seen irrdi@uthe crystal field splitting
of the cationd-bands is achieved naturally and the correct ordering isodeed in cubic
and octahedral crystal fields. Crystal field splitting issdéggely responsible for the ligand
bandwidth in the low symmetry rutile structure.

4.1 Application to small molecules

Now we will turn to a second example, the application to smmallecules. The self consis-
tent point charge model in this context and in the study ofdgjizal molecules has enjoyed
enormous success thanks in particular to the work of FragientElstner and colleaguéd.
Here we demonstrate the SCTB model applied to the questidheopolarisability
of two small molecules, azulene and para-nitroaniline (RNAopping parameters were
taken from Horsfielat al.”® and Hubbard’ and A parameters chosen to to reproduce the
ground state dipole moments predicted by the local dengfiyaximation. For azulene itis
found that the self consistent point charge model is sufftclaut pNA cannot be described
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Figure 6. Dipole moment as a function of applied electriaifiglculated using LSDA, solid lines, and SCTB,
dotted lines’! LSDA calculations were made using a molecule LMTO progfar® The left hand figure shows
the molecule azulene and the upper set of lines refer to thengdrstate and lower set to the so callgéd ex-
cited state. The right hand figure shows p-nitroaniline; Ithrger set are the ground state and the upper set the
“zwitterionic” first excited state

properly without dipole polarisabilit{* Figure 6 shows that the SCTB model provides a
very accurate rendering of the dipole response to an applexiric field compared to
LSDA calculations. We discuss now the two molecules in turn.

1. Azulene is a very interesting molecule having the samenated formula as naptha-
lene but comprising a five and seven membered ring insteaddakix membered
rings. According to Hickel's4n + 2 rule,” a ring molecule is especially stable if it
hasN m-electrons andV = 4n + 2, wheren is an integer. This is because this leads
to a closed shell of-electrons’* Hence benzene is stable, having= 1. By a sim-
ilar argument a seven membered ring has an unpaired elegtrich can be used to
occupy an unpaired hole in a five membered ring. Hence thengrstate of azulene
possesses a large dipole moment. An excited state is cliétitectlectron is returned
to the seven membered ring. As shown to the left of figure 6 tbarg state dipole
moment is positive (the positive axis pointing to the righkjile its sign is reversed in
the first excited state. Here we use a device which is not dggimate, namely in
both LSDA and SCTB an electron—hole pair is created and selistency arrived at
under this constraint. While a very crude approximationrie@zcited stat€ (given
that LSDA is a ground state theory) this does provide a usestibf the validity of the
SCTB model. Indeed it is quite remarkable how the SCTB faithfreproduces the
LSDA even to the extent of accurately reproducing the psddnility of both ground
and excited states. (The polarisability is the linear respaf the dipole moment to
an applied electric field, namely the slope in these figures.)

2. pNA is the archetypal “push—pull” chromophdfe.In the ground state the dipole
moment is small, but the first excited state is thought to lvétterionic,” meaning
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Figure 7. Charge transfer and bond current as a functionnod th the relaxation of th&y excited state in
azulene. The upper panels show the excess charge on a “batige and on the rightmost atom in the seven
membered ring (lower curve). The lower panels showsthbond current in the “bridge” bond.

that an electron transfers from the amine group on the rigtité NG, group at the
left increasing the dipole moment as shown on the right hatedcf figure 6. Transfer

of the electron through the-system is called a push—pull process. Again the SCTB
faithfully reproduces the LSDA with quantitative accuradye should mention again
that it did not seem possible to obtain this result using afpcharge self consistent
tight binding model.

4.2 Ring currents in azulene

The SCTB model provides a simple scheme for the study of reledtansfer as in the
push—pull process. This is done by solving the time depeariehrodinger equation using
the hamiltonianH including electron—electron interactions. Indeed thiprisbably the
simplest quantum mechanical model that goes beyond noraatieg electrons. We have
applied this approach to the relaxation of thieexcited state in azulene with some quite
spectacular results.
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In terms of the density operator, the time dependent Sahgéd equation is

S =) .5~ T (o~ o).
We have added a damping term with time constént. This allows us to prepare the
molecule in an excited state and relax it into the grounastditose density operator jg.
The equation of motion is solved numerically using a simpkgpfrog algorithm. While
at the outset, the density matrix is real, during the dynantiacquires complex matrix
elements whose imaginary parts deschibead currentg?®

2e
1 ;) = — H T |m T
JRR 7 LZL:/ R'L'RL PRLR'L

which is the total current flowing from atoR to atomR'. By selecting certaiti.-channels
we can extract orbital contributions g in the present case of push—pull transfer we are
interested in the current carried by thesystem of electrons.

Figure 7 shows results of such a simulation in azulene, usitige constanf”"~! =
500 fs. Examine first the lower curve in the upper left panel. Tkishe excess total
charge on the rightmost atom in the seven membered ring fgemset in the top left
panel). In the excited state, the dipole moment points tddfiethat is, there is excess
charge on this atom which transfers throughthgy/stem to the left as the molecule relaxes
into the ground state for which the dipole moment has oppasiin. The curve clearly
show a smooth transfer of charge away from this site. Howswperimposed upon this
is a series of oscillatory excursions in charge transfesyshin a narrow time window
by the lower curve in the upper right panel. Accompanying¢hescillations are much
larger fluctuations in the charge on the upper atom belontgitige “bridge” bond which
is shared by both the five and seven membered rings. This &xtesge is plotted in
the upper curves of the upper left and right hand panels. Asutiper and lower left
hand panels show these oscillations die away, but analiisiwsa quite characteristic
frequency as seen in the right hand panels. The lower twdgahew ther-bond current
in the “bridge” bond. What is happening here is the settingofiping currents in both
rings whose directions are alternating with a period of a femtoseconds. The ring
currents at any one time are travelling in opposite sensiitwo rings. This phenomena
is a consequence of the electron—electron interaction,easan verify by repeating the
calculations using the non interacting hamiltoni&f!. Because two bonds enter each
bridge atom but only one leaves, the opposing sense of thertammeans that charge will
accumulate on one of these atoms to the point at which theo@dutepulsion (described
by the Hubbard)) resists further current flow and indeed reverses its domctNote that
each current reversal (lower right panel) is mirrored bydhernating charge transfer on
the bridge atoms (upper right panel). It is not yet undestobat fixes the frequency at
which the reversal happens or what it is that makes the miglgrarticularly susceptible
to this instability. We note that these ring currents regjaitong lead-in time, on the order
of the time constant, to become established and this is piplieecause the symmetry
breaking comes about through numerical round-off in the mater. In a more detailed
simulation coupling the electrons to the molecular vilmas/® this symmetry breaking
will derive from the coupling. We can confirm that the greatjonisy of the current is
indeed carried by the-electron system.
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5 Lastword

The intention here has been to provide a practical intradndo the tight binding method

and to motivate students to try it for themselves. While thia long article it is mostly

conspicuous for what is missing, rather than what is inadud€his is not surprising in

view of the vast literature and considerable age of the tightling approximation, but

I've tried to bring out issues that are less widely discussksgwhere. Regrettably no
connection has been made to the semi empirical approacheairtium chemistry that bear
a close resemblence. This reflects the fact that physigistglaemists frequently discover
the same science independently and often without much aesseof each other’s work.
| hope that some of the most glaring omissions will be covdrgdther authors in this

volume® 79

Appendix

Real spherical harmonics are described in ref [64]. Onestke conventional, complex
spherical harmonié8 and makes linear combinations to get the real and imagiraxtg$
Instead ofm running from—¢ to ¢, m now runs from0 to ¢ but for eachm > 0, there
are two real functionsY,¢, which is(—1)™+/2 times the real part of;,, ; andY,s, which
is (—1)™+/2 times the imaginary part of;,,. Form = 0, Y, is anyway real, so we
throw awayY;. We end up with the same number of functions, properly orhoral.
Specifically,

1 _
1 _
m ( ) 1\/5 ( £ L )
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